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GLOSSARY

AND-gate
a component of a computer which outputs activ-
ity if and only if its two input lines are activated. 
It’s as if it says ‘yes’ when input A AND input 
B are present.

Content externalism
content externalists hold that meanings of 
words (or possibly other meaningful entities) 
are not only a matter of what goes on ‘in the 
heads’ of thinkers, but are also determined  
by how the world-outside-that-head is. So 
if you think of ‘water’, then the way water is 
determines the meaning of your thought. As  
a consequence, an ancient Greek person think-
ing about water, and a modern day chemist, 
would, despite having very different beliefs 
about water, be thinking about the same sub-
stance, namely H2O.

Covariance
the joint variation of two random variables. If 
covariance is ‘reliable’, for example when one 
variable always has value X and the other vari-
able has value Y, then the value of one variable 
can be used to determine what the value of the 
other variable is without inspecting the other 
variable itself. 

Functionalist theory  
of computation

the idea that mentality is a matter of the 
functional or causal organization of the 
system. If two systems have the same func-
tional or causal organization, for example 
by having components which perform the 
same functions individually and collectively, 
then they are functionally equivalent, even  
if they are built from di&erent materials. For 
example, one can build functionally equivalent 
bicycles from (mainly) metal or carbon. By de-
scribing computation in terms of functional rela-
tions between inputs, internal states and outputs, 
a theory of computation focusses solely on func-
tional relations, and is functionalist in the sense  
just outlined.

Neural computation
the idea that the brains, and the neurons they 
consist of, compute, derives from the assumption 
that there’s something in common between the 
artefacts we call computers and brains, namely 
the capacity to compute. O'en this capacity to 
compute is thought of in terms of information 
processing: information that is fed as input to 
computers/brains, is operated or computed on, 
so that it gets transformed into some output, 
which could be again information, but also a 
motor command, initiating some bodily or sys-
temic movement.

Neurotransmitter
a chemical substance which is released at the end 
of a nerve fibre by the arrival of a nerve impulse 
and, by di&using across the synapse or junction, 
e&ects the transfer of the impulse to another 
nerve fibre, a muscle fibre, or some other struc-
ture. Neurotransmitters are of vital importance 
for the regulation of breathing, digestion, con-
centration, and mood, among other things. There 
have been identified over a hundred di&erent 
neurotransmitters. Some of the better-known 
neurotransmitters are norepinephrine, dopa-
mine and serotonin.

Non-representational theory
a theory which holds that there can be cogni-
tion without representation, or roughly, that it 
is possible to perform intelligent activity in an 
environment without having some representa-
tion or some kind of description of that envi-
ronment, or that activity, that drives or guides 
this performance.

Non-semantic theory  
of computation

a theory of computation according to which 
computation can be understood as something 
that operates on patterns which do not neces-
sarily have a meaningful interpretation. A system 
that would systematically, that is in a predictive, 
regular way, transform meaningless patterns of 
input into patterns of output would be comput-
ing according to such an account of computation. 
Of course, some computations might also have a 
semantic interpretation, in which one would un-
derstand the patterns as numbers, or perhaps as 
meaningful sentences of some natural language. 

OR-gate
a component of a computer which outputs activi-
ty if and only if one or both its two input lines are 
activated. It’s as if it says ‘yes’ when input A OR 
input B, or both are present. It’s as if it detects 
whether one or both of the inputs are present.

Pan-computationalism
a variety of philosophical positions which in 
some sense share the idea that computation is 
everywhere. In its strongest form, pan-computa-
tionalism commits to the belief that the universe 
itself is literally a computing system.

Prima facie
at first sight; on the face of it.

Semantically-laden cognition
cognition or intelligent activity that relies on 
some form of description—as when someone 
has learned a set of rules for how to act by heart, 
rehearses them step by step, while also at each 
step carrying out the described activity.  

Spike trains
a spike train is a sequence of times at which a 
neuron fires an action potential. If spikes are 
neural firings, then a spike train is a sequence 
of firing and non-firing. A spike lasts for about 
one millisecond.

Sui generis
of its own kind; not reducible to something be-
longing to another kind.

Symbol tokens
particular instances of a type of symbol, like the 
token ‘the’ that you just read. It’s one particular 
token of a symbol which occurs many, many 
times in this text. 

Teleo-functions
these are functions that are characterised by the 
goals for, or evolutionary ‘reasons’ for which a 
mechanism exists. In an evolutionary context, 
such goals or reasons can be explained away as 
not being established through some intention of 
an artificer, but as the result of blind evolutionary 
or selective processes. Teleo-functions introduce 
normativity: an actual device can operate in ways 
which align or do not align with its teleo-func-
tion, and not everything a device does, serves its 
teleo-function. A heart can malfunction when 
it no longer pumps blood; and even when its 
operation is aligned with its teleo-function, the 
noise it makes while pumping is not (on most 
accounts) itself a teleo-functional feature.

Topology
the way in which the parts of a system are or-
ganized or interrelated. In this sense, ‘causal 
topology’ would refer to the way in which the 
parts of a system are related causally.

Turing machine
an abstract way of modelling computation and 
computing machines which was conceived by 
Alan Turing in 1936. More specifically, it is a 
remarkably simple model of a computational 
machine which could implement any given al-
gorithm. Turing’s idea of such a device, which 
would later be called ‘Turing machine’, has been 
of fundamental importance for the development 
of actual computers.
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Use of computational models and talk of com-
putation is rife in explanations of cognition. In 
philosophical hands, this anodyne observation 
about explanation is transformed when it is 
augmented by the claims that computational 
processes are metaphysically real processes that 
are either necessary or su,cient for cognition. 
Whether advanced in its weaker, necessity, or 
stronger, su,ciency guise, the underlying idea is 
that computation is a, if not the, explanatory basis 
for cognition. Call this underlying idea the Com-
putational Basis of Cognition thesis, or CBC.1
 The CBC maintains that if biological minds 
or artificial systems are capable of cognition then 
they must, in one way or another, compute. The 
CBC motto is: no cognition without computa-
tion. With respect to the special case of putative 
brain-based, neural computations, advocates of 
CBC hold that such computations form the basis 
of, and explain, a wide range of cognitive opera-
tions. These not only include perception, atten-
tion, language-processing, and reasoning but also 
canonical acts of overt computation—like adding 
fractions, solving equations, generating proofs—
that feature in specialized symbol-manipulating, 
rule-based practices. Notably in the latter cases, 
the direction of explanation runs from the covert 
to the overt in that overt computational process-
es are taken to be explained by covert computa-
tional processes and not the other way around.
 The CBC can be supported in various ways, 
employing di&erent theories of computation. 
In Section 1, we introduce representationalist 
theories of computation that might be used to 
ground the CBC, identify what motivates them, 
and raise concerns about such theories. Sections 
2 and 3 focus on the prospect of grounding the 
CBC in non-representational theories of com-
putation. Ultimately, we question the ability of 
such theories to deliver a metaphysically robust, 
naturalistic account of computation of the sort 
needed to support the CBC.2 In the final section, 

we articulate the alternative possibility to the 
CBC—namely, that computation may depend on 
semantically-laden cognition and not the other 
way around. We put forward a reversed rival of the 
CBC—one that, we argue, avoids the problems 
encountered by both representational and non- 
representational causal-mechanistic theories of 
computation and which is consistent with the 
known facts about how minds and brains work. 

1
The computational basis of cognition:  

representationalist theories
Some defenders of the CBC embrace representa-
tional theories of computation. Representational 
theories of computation propose that computa-
tions are always and everywhere operations over 
symbols and that symbols have both representa-
tional and syntactic properties essentially (Salis-
bury and Schneider, this volume). In promoting 
this style of theory, Fodor, perhaps the staunchest 
of its advocates, maintains that “all symbol to-
kens have intentional contents and…syntactic 
structure—constituent structure in particular— 
that’s appropriate to the content they have” 
(Fodor, 1987, pp. 135-137; see also Fodor 1990, p. 
167; 1975, p. 198).
 There are two interlocking assumptions at 
the heart of representational theories of compu-
tation. The first assumption is that symbols are 
taken to be individuated partly by their syntactic 
structure. It is their syntactic structure that links 
them inferentially to other symbols. Symbols are 
assumed to have a kind of ‘shape’, analogous to 
the shapes of the syntactical forms of natural lan-
guage sentence tokens, where such shapes have 
structural properties that cannot be understood 
solely in terms of their physical properties. Nev-
ertheless, it is the fact that the syntactic proper-
ties of symbols can be implemented concretely 
in physical systems that makes computational 
processes mechanically possible.

“Computing is normally done by  
writing certain symbols on paper.” 

 
Alan Turing, 1936 (p.249)



computes are always characterized in semantic 
terms” (Oron Shagrir 2001, p. 382). 
 In sum, the problem of computational in-
dividuation can apparently be dealt with if it is 
assumed that “representational content plays an 
essential role in the individuation of states and 
processes into computational types” (Shagrir 
2006, p. 393). Realistically construed, as Gerard 
O’Brien and Jon Opie (2009) put it, computation 
is, at least partly, dependent upon and “governed 
by the contents of the representations it impli-
cates” (p. 53). The cost of accepting that com-
putational states and input-output-functions are 
essentially, if only partially, individuated semanti-
cally is to accept that: “there is no computation 
without representation” (Fodor 1981, p. 180).
 Ultimately, the price of the representation-
alist solution to the problem of computational 
individuation may be too high for defenders  
of the CBC who also advocate explanatory  
naturalism. For to make a representational theory 
of computation work we need a theory that tells 
us “what counts as representation” and “what gives 
representations their content” (Gualtiero Piccinini 
2015, p. 29, see also Chalmers 2011, 2012).3  
 Naturalists who subscribe to a representa-
tional theory of computation and hope to use it 
to mount a credible defence of the CBC are, in 
the end, obliged to supply a grounding theory 
of content. In line with the CBC such a theory 
would need to explain how computational vehi-
cles gain their contents without making appeal 
to the norms and rules supplied by socio-cultur-
al practices. The reasoning is straightforward: if, 
as the CBC assumes, computation is required 
for cognition, and if cognition is required for 
socio-cultural practices, then, by implication, 
computation is required for socio-cultural prac-
tices. This places an important constraint on the 
CBC: if there can be no computation without rep-
resentation then the representations in question 
must be accounted for independently of and prior 
to the emergence of social-cultural practices.
 Yet despite many dedicated efforts, we 
currently lack a tenable naturalised theory of 
content—given in causal, informational or bi-
ological terms or some combination thereof—
that satisfies the demands of the CBC. Without 
such a theory as a principled means of allocating 
contents to vehicles, representational theories 
of computation remain, at best, programmatic 
and promissory. Certainly, for anyone attracted 
to explanatory naturalism, such theories do not 
supply a secure foundation for the CBC here  
and now.4 
 In what other ways might the CBC be de-
fended, assuming that these concerns constitute 
reasons to steer clear of representationalist the-
ories of computation? Several philosophers have 
proposed that a tenable non-representational 
notion of computation is already well within our 
reach. There are various theories on the market 
that attempt to define computations solely in for-
mal, structural or mechanical terms (e.g., David 
Chalmers 2011, Marcin Miłkowski 2013, Gaultiero 
Piccinini 2015). As their collective name indicates, 

all of the theories in this family seek to demon-
strate how “computation can be fully individu-
ated without appeal to semantic content” and 
how “there is computation without representa-
tion” (Piccinini 2015, p. 33).5 As such, should any 
of these theories prove workable it would supply 
an account of computation that avoids the need 
to naturalize semantic content.
 Ultimately, with respect to the CBC, more 
is required. As far as securing the CBC goes, the 
crucial test of any tenable non-semantic theory of 
computation is whether it articulates a notion of 
computation that will prove foundational in the 
sciences of the mind. Thus, the pivotal question 
is: Are there any tenable non-semantic theories of 
computation and, if so, can they play such a role?
 In the end, there are reasons to doubt that 
non-semantic theories can provide an account of 
computation needed to do the sort of explanatory 
work required for securing the CBC. A full survey 
of such theories and their potential to secure the 
CBC is beyond the scope of this chapter. Still, it 
is possible to highlight the main sort of challeng-
es this class of theories face by focusing on two 
representative samples.

2
The computational basis of cognition:  

a non-semantic, functional theory
Drawing on a long tradition inspired by the 
properties of Turing machines, Chalmers (2011, 
2012) o&ers a functionalist account of compu-
tation—one that is meant to capture the core 
understanding of computation as it figures in 
the formal theories of computer scientists. The 
central assumption of this functionalist theory is 
that a computation is a formalism that specifies 
a system’s causal topology—namely, its fine-
grained organisational structure—by specifying 
the system’s inputs, outputs, internal states and 
their transitions.6
 To this account of what computations are, 
Chalmers adds a general theory of what it takes 
for a physical system to implement a compu-
tation. On a rough-and-ready rendering, such  
implementation occurs when the causal struc-
ture of some concrete physical system formal-
ly mirrors the structure of the computation.  
It follows from this theory of computational 
implementation that computations abound  
in nature since any appropriately organized  
physical system will implement at least one  
computation.
 With respect to the CBC, Chalmers (2011, 
2012) makes an important claim about cogni-
tion—one that goes beyond his general theories 
of computation and computational implemen-
tation. He holds that, perhaps with some excep-
tions, cognitive properties and processes are 
maximally indi&erent to the material substrates 
of the systems in which they are implemented: 
they are distinguished in being organisationally 
invariant.7 A property or process is organisation-
ally invariant if it can be implemented concretely 
in some physical system merely by implementing 
its causal topology.

 The second assumption is that symbols 
are also taken to be partly individuated by what  
they are about—namely, what they denote or  
refer to. Crucially, according to the ‘received  
view’, as Sprevak (2010) dubs it, a symbol’s 
representational properties determine which 
computations, if any, are taking place. For theo-
rists attracted to this view, the fact that symbols 
have the representational properties that they 
do solves the otherwise intractable problem of 
computational individuation; namely, determin-
ing whether a given process is a computational 
process by specifying which function or rule is 
being carried out.
 To borrow an example from Sprevak (2010), 
consider an electrical system which receives ei-
ther 0V or 5V at its two input nodes. The system 
will output 5V only if its two input nodes receive 
5V, as specified in Table 1. At first sight, the sys-
tem may be thought to implement a classic AND- 
gate. However, this assumes that the 5V output 
has a ‘1’ or ‘true’ value. But 5V could have a ‘0’ or 
‘false’ value, in which case the system would be 
implementing an OR-gate.
 Apparently, the non-semantic properties of 
the input-output patterns alone are insu,cient 
to determine which of the two values are in play 
and hence which computational function is being 
implemented. Yet the problem is overcome if, as 
Sprevak (2010) claims, “Appeal to representation 
allows us to decide between these two options 

… [and that] the di&erence between an imple-
mentation of an AND gate and an OR gate is a 
di&erence in representational content” (Sprevak 
2010, p. 269). 
 This observation motivates the idea that 
representational contents are needed to specify 
which computational functions are being carried 
out. Generalising, the lesson to be drawn from 
this case is that representational contents are 
needed to do the heavy li'ing in fixing computa-
tional identities and that “the functions a system 
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IN1 IN2 OUT

0V 0V 0V

0V 5V 0V

5V 0V 0V

5V 5V 5V

Table 1. A specification of an electrical system



 In short, it would be hard to deny that cogni-
tive processes depend on particular materials de-
spite exhibiting varying degrees of substrate-neu-
trality.9 What is not established is that cognitive 
processes are maximally substrate-neutral such 
that it is possible to re-create all their relevant 
causal patterns in alternative media. Thus, on the 
question of whether cognition exhibits organisa-
tional invariance the jury is still out. 
 What if the claim that cognition is organ-
isationally invariant fails to garner empirical 
support? Is there still enough strength in an un-
varnished Chalmers-style functionalist theory of 
computation to establish the CBC? In one sense, 
it might appear so. A'er all, the cornerstone as-
sumption of Chalmers’ theory is that anything 
with a causal structure that can be specified by 
means of a computational formalism implements 
a computation.
 Brandon N. Towl (2011) complains that this 
feature of a Chalmers-style theory of computation 
makes it overly permissive: namely, it threatens 
to trivialise the notion of computation. He asks 
us to consider a game at a pool table. It is easy 
enough to characterise the physical events of the 
game—such as the movement of the balls—as 
implementing a form of vector addition in terms 
of direction and velocity. But what explanatory 
advantage is conferred by treating the activity of 
the balls as implementing computations? What 
is explained by supposing the balls and the pool 
table are in fact computing vector sums? As Towl 
stresses, the situation would be entirely di&erent 
if we used the movements of the balls to compute 
sums or if we connected the movement of the 
balls to a specialised device that was dedicated 
to the purpose of computing sums.
 This type of complaint does not trouble 
Chalmers’ general theory. He admits that his 
account of computation may fail to capture use-
ful distinctions required for certain explanatory 
purposes. That is fine so long as it serves other 
needs. He is attracted to a pluralism that allows 
him to isolate the value of his general theory of 
computation to picking out and demarcating the 
formal subject matter that is of special interest to 
the computational sciences (Chalmers 2012).10
 Yet even if the pluralist reply holds up, Chal-
mers’ general theory of computation would at 
most answer a classificatory need: it would not 
have the explanatory punch needed to defend  
the CBC. A'er all, even if we suppose that brains, 
just like pool tables, implement computations in 
the way that Chalmers’ general theory assumes, 
we would need a story about how and why any 
such computations make a di&erence to and  
explain cognition.
 In the end, if our understanding of the com-
putational theory of cognition is based solely in 
a Chalmers-style general theory of computation 
then it loses “much of its explanatory force” (Pic-
cinini 2015, p. 55). Thus, the price of guarantee-
ing the CBC by appeal to Chalmers’ theory of 
computation is that the CBC is rendered trivial-
ly true but explanatorily hollow with respect to 
the needs of the sciences of the mind (Gerard 

 Chalmers denies that every physical process 
has this feature. Digestion, he contends, does 
not. This is because he assumes that digestion 
requires particular physio-chemical properties. 
Changing the material substrates in certain re-
spects, but retaining the causal topology, does 
not guarantee digestion. For cognitive processes 
on the other hand, merely retaining its causal 
topology and implementing it by any material 
means secures that the implementation is a bona 
fide instance of cognition. 
 There are two problems in attempting to 
secure the CBC by appeal to the supposed or-
ganisational invariance of cognition. First, and 
this is the principal concern, even if it turns 
out that cognition has the property of being or-
ganisationally invariant, the fact that cognition 
is computational in Chalmers’ general sense 
would not explain why cognition has this special 
feature. Chalmers simply highlights that, on his 
account, cognition is special because it can be 
implemented in any system that preserves the 
relevant causal topology. Yet his appeal to cogni-
tion’s alleged computational nature would not 
explain this special status, even if it turns out to 
be analytically true.
 Second, it is contentious whether cognition 
actually di&ers in kind from other processes, like 
digestion, in being maximally indi&erent to its 
material substrates. As far as anyone knows cog-
nition may depend to a much greater extent on its 
material substrates than Chalmers imagines. A'er 
all, it is no accident that sensory systems have the 
particular material properties that they have. This 
is because having such properties appears to be re-
quired if they are to fulfil their cognitive functions. 
As Daniel C. Dennett (1997) observes, “In order to 
detect light … you need something photosensitive” 
(p. 97). This is the case not just for natural but also 
for artificial eyes. Even though there is still some 
degree of flexibility in how visual perception might 
be achieved, this fact places significant limits on 
what materials might be used for visual systems 
to get their cognitive work done.
 The story is not importantly di&erent when 
it comes to the cognitive contributions of brains: 

The recent history of neuroscience can be seen as a series of 
triumphs for the lovers of detail … the specific geometry 
of the connectivity matters ... the location of specific neu-
rotransmitters and their e!ects matters … the architecture 
matters … the fine temporal rhythms of spiking patterns 
matter, and so on (Dennett 2005, p. 19).8
 
 It may be that for some cognitive operations 
only certain physical properties matter, such as 
the timing of neuronal spiking patterns. Still, it 
would not follow that such properties are abstract 
and substrate-indi&erent as opposed to being 
concrete and substrate-sensitive. As Thomas W. 
Polger and Lawrence A. Shapiro (2016) empha-
sise in resisting the former interpretation, “The 
frequency of the spike train of a neuron or neural 
assembly … is a property of neurons as neurons, 
not just as implementers of some supra-neural 
process” (p. 164).
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O’Brien 2011, John Brendon Ritchie 2011, Mi-
chael Rescorla 2012).

3
The Computational Basis of Cognition: 
A Non-Semantic, Mechanistic Theory

Gaultiero Piccinini (2015) advances a mechanis-
tic account of computation which is designed to 
overcome the sorts of problems faced by more 
liberal functionalist theories of computation. It 
operates with a generic definition of computa-
tion that restricts the class of physical computing 
systems to a sub-class of functional mechanisms. 
The central plank of this theory is that to qualify 
as a computing system a mechanism must have 
the function to manipulate medium independ-
ent vehicles according to rules as one of its tel-
eo-functions.
 The key assumptions of this theory are as 
follows: A vehicle is understood as a variable—a 
state that can take di&erent values and change 
over time—or a specific instance of such a var-
iable (Piccinini 2015, p. 121). Vehicles are ma-
nipulated “according to rules that are sensitive 
solely to di&erences between di&erent portions 
(i.e., spatiotemporal parts) of the vehicles” (2015 
p. 121; see also Piccinini and Sonya Bahar 2013, 
p. 458). Rules are here understood broadly and 
in non-representational terms: rules are simply 
input to output maps. Finally, and crucially, all 
concrete computations and their vehicles are 
deemed medium independent because they can 
be described and defined “independently of the 
physical media that implement them” (Piccinini 
2015, p. 122).11
 In operating with a much more restrictive 
theory of what counts as a physical computation 
than its purely functionalist rival, Piccinini’s 
mechanistic theory demarcates computing sys-
tems from other sorts of functional devices in a 
way that avoids pan-computationalism. Conse-
quently, by its lights, digestive systems and pool 
tables lack the special features just mentioned 
needed to qualify as computing systems. More-
over, with respect to the CBC, this theory looks, 
prima facie, far better placed than its functionalist 
rival to deliver the required explanatory goods.
 There is one apparent obstacle to defending 
the CBC by appeal to a mechanistic theory of 
computation of this sort. It is that there are clear 
dissimilarities between what happens in brains 
and what happens in artefactual computers.  
Indeed, looking solely at the character of neu-
ral activity it has been observed that brains are 
not executing computations of any familiar kind. 
Summarising—brains are not performing digital 
or analog computations. Summarising an analysis 
of a wide range of findings, Piccinini and Bahar 
(2013) openly acknowledge this fact, reporting 
that, “In a nutshell, current evidence indicates 
that typical neural signals, such as spike trains 

… are neither continuous signals nor strings of 
digits” (p. 477).

& CONTINUED ON PAGE 98
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imagined neural process or its analogue sensi-
tive to a medium-independent property. Neither 
process is sensitive to what the other process is 
sensitive to. Rather, they are both sensitive to 
some aspect of physical structures that can be 
given a medium independent description.
 Thomas W. Polger and Lawrence A. Shapiro 
(2016) diagnose the source of confusion that gives 
rise to belief in abstract medium-independent 
vehicles, as one of conflating the abstractness 
which is a feature of computational models 
with features of “the processes being modelled”  
(p. 166). Elaborating, they observe that “the ap-
parent medium independence of computational 
explanations owes to the fact that they model 
or describe their phenomena in topic-neutral or 
abstract ways rather than to the abstractness or 
multiple realizability of their objects” (p. 155).
 In the end, it turns out that medium in-
dependence is not a property of physical token 
processes, but rather is a relational or compar-
ative property of several processes. As a result, 
one can have medium-independent descriptions 
of processes—descriptions which abstract from 
certain substrate-related properties and mention 
properties which can be found in di&erent sub-
strates—but one cannot have concrete vehicles 
that are medium independent.
 Happily, the dimensions of variation in phys-
ical systems to which neural events are sensitive 
need not be construed as medium independent 
vehicles. They may simply be dimensions of 
variation in the concrete properties of certain 
structures. Nor need the lawful changes involved 
in being sensitive to certain properties of such 
structures be thought of in terms of the rule-
bound manipulation of medium-independent ve-
hicles. They might simply be systematic changes 
that conform to specific patterns.
 In sum, these considerations cast serious 
doubt on the possibility of employing a non-se-
mantic mechanistic theory of computation to 
support the CBC. 

4 
The cognitive basis of computation: 

a sociocultural theory
As the preceding analysis reveals, there are seri-
ous problems with the most promising existing
proposals for securing the CBC. As things stand, 
there is no compelling evidence or theoretical 
argument for supposing that computation is the, 
or even an, explanatory basis of cognition.
 Where in the world, then, do we find compu-
tations and how do they relate to minds? There is 
another possibility to consider—one le' hanging 
at the end of the first section: namely, that com-
putation may depend on cognitive activity and 
not the other way around. The kind of cognition 
in question, we propose, is that which only arises 
within and is integrally bound up with specific 
sociocultural normative practices.
 In locating computations in nature, we seek 
to revive the original model of a computational
system (see, Copeland and Proudfoot, this vol-
ume; Isaac, this volume) which was that of“a per-

son—a mathematician or logician manipulating 
symbols with hands and eyes, and pen and paper 
(The word ‘computer’ originally meant ‘one who 
computes’)” (Thompson, 2007, p. 7). Accordingly, 
in the originary case computing first arises along 
with the emergence of “a sophisticated form of 
human activity” (ibid., p. 7).
 Computation originally consists of symbol 
manipulating operations carried out by people.
Sociocultural practices make it the case that cer-
tain operations with symbols are properly identi-
fiable and individuated as computations: the rea-
son is because it is only within such practices that 
computational operations and manipulations 
have a home. Such computations are semantically 
laden, in the sense that statements which express 
particular computational operations, such as the 
result of calculating a derivative function, are true 
or false. The surrounding context and practices of 
such manipulations determines whether a given 
manipulation of symbols is an instance of com-
puting or not. This is because both the current 
use and the larger history of a person or system 
determines whether the manipulation forms 
part of, say, a particular computational operation, 
some other computational operation, or none at 
all. Borrowing an example from Michael Rescorla, 
it is the surrounding history and practices that 
determine whether a child in a contemporary 
context, while performing an arithmetic opera-
tion over numerals, is computing in the decimal 
system and not in some other system like base- 
13 (Rescorla, 2013).
 Sociocultural practices for structurally ma-
nipulating tokens in specific ways that accord 
with an established practice is plausibly not only 
the basis for how human beings compute, it is 
likewise the basis for artificial forms of compu-
tation. We o'en rely on artifacts and artificial 
systems to compute with and for us. We can 
compute by writing with chalk on blackboard; 
by moving the beads of an abacus; or by pressing 
the keys of a calculator. In such circumstances, we 
compute with chalk and board, with the abacus, 
or with the calculator. Yet, focusing on the last 
case, we not only compute with calculators, we 
also say that calculators compute. The only rele-
vant di&erence is that computing with an abacus 
requires moving the beads around, while comput-
ing with a calculator requires pressing some keys 
and then letting the mechanics of the machine 
take care of the rest.
 Importantly, when we construct artificial 
computing devices we do so by relying on, and 
rearranging concrete physical materials, so that 
they acquire a structure that suits our goals. 
There is no reason to assume that, before these 
materials or processes are put to computational 
use by us, they already compute. In other words, 
constructing computers consists in transform-
ing material devices and processes that do not 
compute into devices and processes that we can 
compute with. The computational properties of 
these devices depend on the surrounding soci-
ocultural activities of which they become part. 
Accordingly, we can think of Turing machines 
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Can we infer from these observations that brains 
are not performing any kind of computation? No. 
Piccinini and Bahar (2013) conclude that brains 
are performing computations of a special variety, 
maintaining that neural computation happens in 
its own special way—namely that “neural compu-
tation is sui generis” (p. 477, see also Piccinini 2015, 
p. 223). Of course, this inference is not obligatory. 
If the above evidence were all we had to go on 
then we would be equally justified in concluding 
that brains do not compute.
 Why then suppose, in light of such findings 
and the constraints of a mechanistic theory of 
computation, that the neural processes that con-
tribute to explaining cognition are computational? 
Piccinini and Bahar (2013) supply an argument 
based on the following assumptions: cognition 
involves information processing of a kind that re-
quires the manipulation of “vehicles based on the 
information they carry rather than their specific 
physical properties” (p. 463). Therefore, cognition 
requires the manipulation of medium-independ-
ent vehicles. Hence, the neural processes that 
contribute to cognition must involve the manip-
ulation of medium-independent vehicles.12 
 Voltage changes in dendrites, neuronal 
spikes, neurotransmitters, and hormones are of-
fered as prime examples of neurocomputational 
vehicles. Piccinini and Bahar (2013) hold that 
such neural events and entities qualify as medi-
um independent vehicles because the properties 
which are relevant for their cognitive work—such 
as firing rates and patterns—can be defined in 
abstract terms. Thus, these authors claim, this 
makes such vehicles unlike the other, putatively 
more concrete properties of the neural systems 
that implement them. 
 It is questionable, however, that the neural 
events and processes that underpin cognition 
actually have the feature of being medium-in-
dependent. There is reason to doubt that neural 
events could contribute to cognitive work if that 
work really requires the concrete manipulation 
of medium-independent vehicles. The trouble is 
that if medium-independent vehicles are defined 
by their abstract properties then it is unclear how 
such vehicles could be concretely manipulated. 
Understanding how neural processes can be sen-
sitive to concrete, medium-dependent proper-
ties presents no conceptual di+culty. By contrast, 
we have no conception of how concrete neural 
processes could causally manipulate abstract, 
medium-independent vehicles. Certainly, the 
defenders of the mechanistic theory of computa-
tion o&er no account of how such manipulations 
might be achieved.
 Again, there is no barrier to understanding 
how neural events can be sensitive to only spe-
cific aspects of a concrete structure. Nor is there 
a barrier to understanding how an analogue of 
that neural process could be sensitive to the same 
aspect of an analog structure in a materially dif-
ferent system. But that does not make either the 
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Notes
1  Notably the CBC, in either its necessity or su+ciency variant,  

is a much stronger thesis than the thesis “that concept of 
computation lies at the very foundation of cognitive science” 
(O’Brien, 2011, p. 381). Thus a prominent neurocentric version 
of the CBC espouses that: “brains perform computations and 
neural computations explain cognition” (Piccinini, 2015, p. 207). 
Piccinini and Bahar (2013) trace an industrial strength, neural 
variant of the CBC—that neural activity simply is computa-
tion—back to McCulloch and Pitts (1943). Whether articulated 
in stronger or weaker form, the CBC has more or less enjoyed 
the status of the received view in the sciences of the mind 
ever since the advent of the cognitive revolution: see Piccinini 
(2015, p. 207) for a long list of those who have defended this 
idea in some shape or form since the 1970s forward. Indeed, 
support for the neural variant of the CBC runs so deep that, 
as Piccinini and Bahar (2013) report, many cognitive scientists 
even “consider it commonsensical to say that neural activity is 
computation and that computation explains cognition” (p. 454).

2  For reasons of space we do not discuss other, less widely en-
dorsed theories of computation. See Piccinini (2015, chs. 2–4) 
for a more systematic review of other positions and the prob-
lems they face.

3  Representational theories of computation are accused of having 
feet of clay. Those at the vanguard of these debates have observed 
that, “the notion of semantic content is so ill-understood that it 
desperately needs a foundation itself ” (Chalmers, 2011, p. 334).

4  As long as semantic or representational content is understood 
in terms of having satisfaction conditions of some kind—for 
example, truth or accuracy conditions—then there are reasons 
to think that no naturalistic theory of content is anywhere 
in sight. To supply such a theory would require overcoming 
the Hard Problem of Content (Hutto and Myin, 2013; 2017). 
Until that problem is dealt with, there is no gain in appealing 
to semantic or contentful properties that allegedly permeate 
and individuate computational processes.

5  Importantly, non-semantic accounts of computation can allow 
that computations can involve the manipulation of vehicles 
bearing representational contents. This can be the case, accord-
ing to such theories, just so long as representational contents 
are not taken to be essential to the existence of computational 
processes (Chalmers, 2011; Miłkowski, 2013; Piccinini, 2015).

6  According to Chalmers (2011) a causal topology is “the ab-
stract causal organization of the system: that is, the pattern of 
interaction among parts of the system, abstracted away from 
the make-up of individual parts and from the way the causal 
connections are implemented” (p. 337).

7  Chalmers (2011) observes that not all aspects of cognition will 
be organizationally invariant: any aspect of cognition that partly 
depends on the actual make-up of the environment will not. He 
gives knowledge and belief as examples, on the assumption that 
their contents are fixed by external factors. Famously, if content 
externalism holds, whether one has a belief about water or not 
depends on the actual physio-chemical make-up of the relevant 
substances in the world one occupies.

8  Importantly, on this score Chalmers (2012) acknowledges that 
“locations, velocities, relative distances and angles are certainly not 
organizational invariants: systems with same causal topology might 
involve quite di&erent locations, velocities and so on” (p. 216).

9  Even Chalmers allows that digestion can survive some changes 
to its physio-chemical substrate so long as the relevant causal 
patterns are preserved (2011, p. 338). Thus digestion may be 
at one end of the substrate-neutrality spectrum and certain 
cognitive processes at the other.

10  It is far from obvious that Chalmers is right on this score— 
viz., that his general theory adequately captures such scientific 
commitments. There is a great deal of disagreement in the 
field about which notion of computation is in fact deployed in 
computability theory and computer science (Piccinini, 2008, p. 
6; Rescorla, 2017, p. 8).

11  Piccinini cites Garson as the inspiration for his strong construal 
of medium independence (see Garson, 2003). An earlier for-
mulation of medium independence can be found in Haugeland 
(1989) when he speaks of formal systems being realized in “any 
number of di&erent media” (p. 58).

12  See Hutto and Myin (2013; 2017) for reflections about the 
nature of information that support the idea that cognition in-
volves medium-dependent information sensitivity as opposed 
to medium-independent information processing.
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that manipulate meaningless strings as simply 
not computing until those strings are put to use 
for specific purposes.
 Perhaps some of the processes occurring in 
brains are, at some level of abstraction, similar 
to the kinds of processes found in our compu-
tational artifacts. But that does not imply that  
the brain computes, only that we can draw 
analogies between these two kinds of processes.  
Neither does the fact that people can compute 
‘in their heads’, without engaging in overt ma-
nipulation of symbols, show that in such cases 
the brain computes. Even in these cases, it is the 
person that computes. The fact that computing  
relies on, and would not be possible without  
the occurrence of specific brain processes does 
not entail that those brain processes themselves 
are computations.
 If brains are not computing when contribut-
ing to cognition then what are they doing? Neural 
activity is sensitive to relations of covariance, and 
such sensitivity drives cascades of neural activity 
that influence and constrain organismic respon-
siveness. But such coordinated activity need 
not be thought of as processing information or, 
thereby, as a kind of computation. That assump-
tion is not necessary to explain the work that 
brains do in enabling organisms to “get a grip 
on the patterns that matter for the interactions 
that matter” (Clark, 2016, p. 294). Well-calibrat-
ed neural activity can systematically influence 
and constrain organismic responding, and even 
maintain connections with specific worldly fea-
tures without the brain engaging in any compu-
tations. In other words, neurodynamics can be, 
and apparently should be, conceived of in terms 
of coordinated cascades rather than in terms of 
information processing computations (Hutto and 
Myin, 2017, epilogue).
 Why take this sociocultural proposal about 
the basis of computation seriously? As we have 
seen there are inherent di+culties in supposing 
that computation arises in nature independently 
of and prior to socioculturally based practices of 
someone or something computing for a purpose.
 How, on our account, does our sociocultural 
account of computation relate to cognition? If 
the analysis and arguments of this chapter hold 
up then we have reason to try to invert the ex-
planatory order proposed by the Computational 
Basis of Cognition thesis. We must reverse the 
polarity of standard thinking on this topic, and 
ask how it is possible that computation, natural 
and artificial, might be based in cognition and 
not the other way around.
 If specific sociocultural practices are a nec-
essary and su+cient explanatory basis of compu-
tation, and those practices are themselves cogni-
tively based, then it follows that computation is 
also cognitively based. Of course, the cognitive 
basis need not itself be representational (see 
Hutto and Myin, 2013; 2017; Hutto and Satne, 
2015); and if we are correct, on pain of circularity, 
it cannot be computational either.
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